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Abstract. MultiProtocol Label Switching (MPLS) is used today insidesh

large Service Provider (SP) networks. In this paper, weyaeathe establish-
ment of interdomain MPLS LSPs with QoS constraints. ThesBd.&oss di-
verse SP networks that may belong to different companiessiwe that using
the standard BGP route for the establishment of such LSRs isufficient. We

propose two path establishment techniques that rely on REYBnd make use
of Path Computation Elements (PCEs). Our simulations st these tech-
niques increase the number of constrained MPLS LSPs thabeastablished
across domain boundaries.

1 Introduction

During the last years, MultiProtocol Label Switching (MPU&s been deployed by
most large SP networks. Initially, MPLS was offered as aaepinent for ATM. How-
ever, the main driver for the current deployment of MPLS ssability to provide new
services with stringent Service Level Agreements (SLAshsas layer-2 and layer-3
Virtual Private Networks (VPNs) as well as Voice and Vide@olP. Most of these ser-
vices are already deployed inside single SP networks. Hexyeustomers now require
world-wide VPN and VoIP services. Therefore, SPs need ttalotate to offer these
services across multiple SP networks.

Inside a single SP network, the provision of MPLS-basediseswvith stringent
bandwidth and delay requirements is typically achieveddiggithe Traffic Engineer-
ing (TE) extensions to the ISIS/OSPF routing protocol. Bhedensions enable to dis-
tribute with ISIS/OSPF the link loads and delays. Based @riitfiormation, each Label
Switching Router (LSR) can use a Constrained Shortest Rath(ESPF) algorithm to
find a constrained path toward any router inside the SP nktWiren, it can use the
Resource reSerVation Protocol with Traffic Engineeringagions (RSVP-TE) to sig-
nal the establishment of a traffic engineered MPLS Label Qwit Paths (LSP) along
this path. However, when traffic engineered LSPs with QoSdmtaly constraints must
be terminated at a router in another SP network the seleofidine path becomes a
problem [8]. The CSPF algorithm cannot be used to find a caingtd path between
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two LSRs in different interconnected SP networks anymohas is because the net-
works exchange routing information by using the Border GateProtocol (BGP). In
contrast to OSPF-TE/ISIS-TE, BGP only provides reachighbiiformation. It does not
distribute complete topology, delay and bandwidth infatiora

In this paper, we evaluate techniques that allow to estalaffic engineered or
constrained LSPs across multiple SP networks. Our papeganized as follows. In
section 2, we introduce the issues that arise when consgi€k across domain bound-
aries. Then, we present, in section 3, the path selectidmigges that we evaluate in
this paper. We propose two heuristics for the selection®frigress node in the down-
stream domains and combine them with one of the techniqued, We evaluate the
path selection technigues in section 4. Finally, we corecthé paper.

2 Interdomain | ssues

BGP is the routing protocol used between SP networks, al&dcAutonomous Sys-
tems (ASs). As we have already mentioned, BGP only proviesrability information
for the destinations. More precisely, it only provides thdresses of Next Hops (NHs),
the nodes at the border of the domain, that are able to foritargackets to a given
destination. The QoS properties of the paths, such as tlag dad bandwidth, behind
these NHs are not provided. This results in several linutetifor the computation and
establishment of constrained interdomain LSPs.

Firstly, inside an A$, all routers learn the complete topology of the AS by means
of ISIS/OSPF. Thus, each router is able to compute the camphkgh from head-end
to tail-end node for an LSP contained in the AS. However, tpology of an AS is
hidden to routers outside the AS, for confidentiality pugmfL0]. As a consequence,
a single node is not able to compute the end-to-end path faS&crossing multiple
ASs. Therefore, the computation of such a path has to beldistd among multiple
nodes, where each node computes a segment of the path base#mwledge of the
local AS topology and the interdomain reachability infotima provided by BGP.

Secondly, we have shown in [8] that a router only possessaisseesof the possible
routes for a destination. Moreover, the set of routes lehtnea BGP router are not
necessarily the best possible routes with regard to theeedd delay and the available
bandwidth. The BGP routes are first selected based on loe&#rences and the AS
path length. However, Huffaker et al. have shown in [7] that AS path length does
not reflect the delay of the path. Thus, interdomain routéls iow delay may never
be learned by some routers. The diversity of the BGP routaifade at each router is
not sufficient to successfully compute constrained intevaio LSPs.

Extensions to BGP in order to advertise the QoS of the inteaio routes are pro-
posed in [1]. However, such extensions have not been eealunir deployed. In [13]
and [6], the authors define an architecture with a centrdk#ity inside each domain.
They propose to define a new interdomain routing protocoktaded between the en-
tities and to exchange QoS information with this routingtpeol. Up to now such a
routing protocol has not been defined. It is not currentlysgigs to know a priori the

! We consider ASs composed of a single IGP area. This is theanoshon deployment today.



QoS that can be provided along an interdomain route. Thuthisnpaper we rely on
heuristics to estimate the QoS of a route.

3 Path Selection Techniques

In this section we present four path computation technifpresonstrained interdomain
MPLS LSPs. The last two techniques are based on the saméppeirfeRO expansion.
However, they make use of two different heuristics that aoppsed in this section.

3.1 Standard IP forwarding

The simplest technique to establish an interdomain MPLS isSPB follow the same
path as the normal IP packets. This path is determined by B&éektinations outside
the AS. This path would be chosen by the Label Distributiootétol (LDP) if LDP
was used between ASs.

3.2 Centralized Path Selection with CSPF

In this technique, the computation is performed by a singtéye that we name “global
PCE”. We assume that the global PCE learns the completedgpdly receiving the
ISIS/OSPF link state packets of each AS. It performs a CSRPRpatation for each
LSP. We note that such a computation does not rely on BGPnibticonstrained by
BGP peering relationships and route filtering. This comgiaigprovides an indication
of the path quality that can be achieved with a centralizedpgation.

Such a centralized solution could be envisaged when MPLS [28&entirely con-
tained inside ASs that belong to the same company. Howevisr,not realistic for
MPLS LSPs that cross ASs from different companies as thigireg|the ASs to coop-
erate and reveal their internal topology. Moreover, thisitsan is not scalable in the
number of nodes and links of the ASs considered by the c&dchtomputation. We
use it as a benchmark and compare it with more easily depleyathniques.

3.3 ERO Expansion

Because the use of a global PCE performing CSPF computatiors applicable in
the general interdomain framework, other techniques areired. In this section, we
consider the use of RSVP-TE to establish interdomain MPLB4.S

Inside RSVP-TE, it is feasible to indicate the path or a portdf the path to be
followed by the LSP inside an object called the Explicit RoObject (ERO). The ERO
expansion technique, described in [12], relies on thisaibfeconsists in completing at
the ingress router of a domain, the ingress AS Border Rahpath computation up to
the last reachable hop within the downstream domain, ieeBtBP Next-Hop (NH). The
computed path segment is then stored inside the ERO of thePRI®/Path message.
This message is forwarded along the path specified insidER@ and requests the
establishment of the LSP along the path.



In addition to RSVP-TE signalling, we assume that there isath Eomputation
Element (PCE) [5] inside each domain. The PCE is responfibkae computation of
the paths on behalf of the ingress routers. It receives alBBP routes learned inside
the AS in order to improve the diversity of the routes avdddbr the path computation
(8].

Upon reception of an RSVP Path message requesting theisstabht of an LSP,
an AS Border Router (ASBR) sends a Path Computation Rege€8R€q) to its PCE.
After the completion of the computation, the PCE replieshvdt Path Computation
Reply (PCRep) message. This message contains a path sdgmetite ingress ASBR
to a BGP Next-Hop (NH) or indicates that there is no path segmespecting the
constraints.

The ASBRs store the list of NHs that have already been trie@fioLSP and lead
to an infeasible path with regard to the constraints. WherPGE is not able to com-
plete the path with a segment respecting the constrain@nkback” is performed [4].
That is, the ASBR generates an RSVP Path Error message athslisepstream. The
upstream ASBR requests from its PCE the computation of a egmsent avoiding the
NHs that have already been tried.

The role of crankback is crucial for the establishment aéiidomain LSPs because
only limited information is available concerning the patihseach a destination outside
an AS. Thus, a PCE that computes a portion of a constraineddimtnain LSP must
rely on heuristics to choose an appropriate BGP NH among Headhnounced for the
destination. If a bad choice is performed by the heuristisomte PCE, a downstream
PCE may not be able to complete the computation of the patmkback enables to
cope with such a situation and subsequently try alternathids.

In this paper, we propose two heuristics for the selectiothefNHs by the PCEs
during the computation of LSPs. The heuristics try to deteerthe NHs that are along
short delay paths because the LSPs considered are subje@ximum end-to-end
delay constraints in addition to bandwidth reservations.

Nearest NH We call our first NH selection heuristic “nearest NH”. Twolimetrics
are provided with ISIS-TE/OSPF-TE : the classical IGP neednd a TE metric. The
IGP metric is usually set to the link bandwidth. We proposedbthe TE metric of a
link to its delay. Among the NHs available for the destinatithe PCE selects the NH
with the shortest path, from the ASBR to the NH, with enoughdveidth to support
the LSP. The TE metric is used for the computation of the sisbgath.

Vivaldi 2d 4+ h Coordinates Selecting the “nearest NH” in terms of the delay, as in
the first heuristic, does not ensure that the end-to-eng déle path will be low. The
path segment downstream of a NH selected with the “nearestidttristic may have
a long delay. Thus, the heuristic proposed in this sectibesen a delay estimation of
the paths through the candidate NHs up to the tail-end of 8t L

We use a virtual coordinate system, called Vivaldi [2], ttireate the delay of a
path between two nodes. In this coordinate system each rwdputes its coordinates
based on RTT measurements with a limited number of othersiddiedes connected



with a low delay path will have neighboring coordinates whibdes connected through
a higher delay path will be further apart.

In the heuristic presented in this section, we prefer to@eNHs that are along
the path with the smallest delay estimation toward thegad{), to minimize the delay
of the remaining portion of the path 0. Thus, for an ingress ASBR. inside an AS
AS., we prefer the ingress ASBR, inside a downstream A3.5,; such that

delay(I., 1) + distance(Iq, D) = I;g}\rle(delay(Ic, I;) + distance(1;, D))
J

where NH is the set of potential NHs for tail-enfd, delay() is the delay of the

ISIS/OSPF path computed with the TE metric afigtance() is the distance between

two points in the virtual coordinate space.

In our simulations, each node computes its coordinates woadimensional Eu-
clidean space augmented with an height, n@iéd h, as proposed in [2]. The distance
between two nodes with coordinates , y1, h1) and(z2, y2, h2) in the2d + h space
is the sum of the distance of the first node to the plane (itgtigi, ), the Euclidean dis-
tance between the coordinates of the two nodes in the plgfe(— z2)2 + (y1 — y2)2)
and the distance from the plane to the second node (the taditie second nodé,,).

In order to compute the preference of the candidate NHs, @& ireeds to know
the coordinates of each NH and of the LSP’s tail-end. Forghipose, we assume that
after the computation of its coordinates, each node sttwesetcoordinates inside its
Domain Name Server (DNS), as proposed in [3]. The PCE regtiestcoordinates of
the candidate NHs and the destination from the DNS.

In figure 1, we illustrate the selection of the NH by the two tgtics for an LSP
enteringAS2 at routerR2 with tail-end R8. There are two candidate NHB) and R6,
for destinationR8. The PCE insidedS2 prefersR5 over R6 with the “nearest NH”
heuristic because the shortest delay path fl@to R5 is 2 and the shortest delay
path fromR2 to R6 is 7. With the “vivaldi” heuristic, the PCE prefer6 instead of
R5 because the delay estimatfoof the path fromR2 to RS transiting throughR6 is
7+ /(37— 34)2 + (18 — 10)2 = 15.5 and the delay estimation of the path transiting
throughR5 is 2 + /(61 — 34)2 + (78 — 10)2 = 75. The path fromR1 to RS obtained
with the “nearest NH” heuristic i®1 — R2 — R4 — R5 — R7 — R6 — R8 with delay
of 44 ms. On the other hand, the pdth — R2 — R4 — R3 — R6 — RS, resulting from
the computation with the “vivaldi” heuristic has a shortetay of 9 ms.

4 Simulations

In this section, we present the results of simulations ontjypes of topologie’ First,
we use topologies composed of 5 transit ASs to evaluate aurdties in a small en-
vironment with MPLS deployed between the ASs. Such an enwient is conceivable

2 In this example, we considéil coordinates. The delay estimation between two nodes in this
2d space is the Euclidean distance between the coordinathe bfb nodes.

3 The topologies and scripts used to provide the results presén this section are available
to the research community at the following URht t p: //t ot em i nf 0. ucl . ac. be/
tool s.



Path computed
with nearest NH
heuristic

Link delay

Path computed
with vivaldi
heuristic

Source

Fig. 1. Nearest NH versus vivaldi heuristics

today. Then, we apply the path computation techniques orgartopology composed
of 20 transit ASs, as in the core of the Internet [11], to eatduthe techniques in a
large scale deployment of inter-AS MPLS LSPs. We comparddhepath selection

techniques of section 3 in our simulations.

4.1 Topologies

The topologies used for the simulations are generated Wwéltransit-stub model of
the GT-ITM tool [14]. First we generated 5 topologies eacimposed of 5 transit ASs.
In these topologies, each transit AS is composed of appatuely 50 routers. The
links inside the transit ASs are generated randomly withpdw&ameters suggested by
the authors of GT-ITM in [14]. GT-ITM attaches one stub AS &zl router in a transit
AS and randomly adds 250 extra links between the transitfasttib nodes. Each stub
AS only contains one router. This router is the end-poinhefltSPs established on the
topology.

We group the stubs in classes that contain all the stubshattido the same providers.
We only keep one stub from each class to reduce the simulatien|t results in topolo-
gies with an average of 27 stubs. The nodes in these seld¢atesiand the nodes inside
the transit ASs are placed by GT-ITM in an Euclidean planés placement is used to
set the delay of the links. In our topology, the delay of a lisklirectly proportional
to the Euclidean distance between its two end-points. litiaddwe assign the same
bandwidth to all the links.

In our simulations, we establish a full-mesh of LSPs betwithenouters in the stub
ASs. Such a full-mesh could correspond to a very large ioraan BGP/MPLS VPN
service. We establish the LSPs in one direction only. All 8&Re subject to the same
bandwidth reservation (100 Mbps) and delay constraint @188). With a bandwidth
reservation of 100 Mbps we can emulate the Fast-Etherneicsebbetween Service
Providers.

The delay constraint is determined as follows. For each l03fetestablished, we
computed the shortest path in terms of delay from the heddethe tail-end node,
on the complete topology and without BGP policies and filigrie set the delay
constraint of the LSPs to a round value just above the maxighelay of the resulting



paths to ensure that, for each LSP, a path respecting thg dafestraint exists in the
topology.

We use the C-BGP simulator [9] to compute the BGP routingetabf the nodes.
The routers inside stub ASs are configured not to advertisesaeceived from other
ASs. Thus, stub ASs do not provide transit service. TranSi§ Ao not filter out the
routes advertised to neighboring ASs. This ensures thdit A8creceives at least one
route for each destination.

The second topology is composed of 20 transit ASs as the ¢dine dnternet. It is
generated by the method described earlier for the topdagida 5 transit ASs. Again,
the transit ASs are composed of 50 nodes and all links haveaime capacity. This
topology has 411 stub ASs. We try to establish 84255 LSPsisitidpology. Again alll
LSPs are subject to the same bandwidth reservation (100 \Mimgsend-to-end delay
constraint (3300 ms).

4.2 Evaluation of the Path Selection Techniques

In this section, we present the results of the simulationhertopologies introduced in
section 4.1. We first describe the results obtained fromithalations with the topolo-
gies containing 5 transit ASs. Then, we analyze the resbtamed on the larger topol-
ogy. In this analysis, we focus our attention on three aspé#leé end-to-end delay of
the LSPs, the number of LSPs that can be supported by the rietiwnamur case this
is proportional to the total amount of traffic that can be iearon the topology, and,
finally, the amount of crankback that occurs during the cataan of the constrained
paths.

For each topology, we performed several simulations. TiileBandwidths are set
to a different value in each simulation. The objective isttadg the impact of various
levels of congestion on the LSP’s establishment techniduehe first simulation, the
bandwidth of all links is set to 10 Gbps. Then, it is set to 24fps in the second
simulation. Finally, it equals 622 Mbps in the third simidat

In the remaining of this section, we distinguish the LSPsfbich a path respecting
the constraints could be found in the topology, called gisghed LSPs”, from LSPs
for which no suitable path could be found, called “failed IsSP

The curves in figure 2 are obtained from simulations on theldnj@ologies with
link bandwidths set to 2400 Mbps and 622 Mbps. The results thee simulations with
10 Gbps links are similar to the results obtained with linkdbaidths equal to 2400
Mbps. This is because there is no congestion in the topoldtyy 1@ Gbps links and
only a few links are congested with 2400 Mbps links. In theelatbpology, only 2 links
are congested with the ideal CSPF computation inside tHeagCE. Moreover, 10
links are congested with the “nearest NH” heuristic andnkdiwith “vivaldi”.

Figures 2 (a) and 2 (b) show the cumulative distributioniefand-to-end delay for
the different path computation techniques. They show, fgivan delay on the x-axis,
the number of established LSPs, on the y-axis, with enditbeelay lower or equal to
the value on the x-axis. Figures 2 (a) and 2 (b) present thdtsder a single topology,
topology 0. Only the LSPs established on the topology arsidered in these figures.
The simulations performed with the other topologies withahsit ASs provide similar
results.
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Fig. 2. Delay of LSPs established on topology with 5 transit ASs

In figure 2 (a), we first observe that there are more paths wibhvalelay with the
CSPF computation performed by the global PCE than with therdiechniques. We
note that this computation does not rely on BGP. It is not taireed by BGP policies
and filtering. It is used as an upper performance bound towthie other methods are
compared. Moreover, there are more IP forwarding paths avittw delay than with
the “nearest NH” and “vivaldi” heuristics. The good qualitithe IP forwarding paths
in terms of delay comes from the fact that many BGP routes insguulation are
selected based on the IGP cost. Since we set the IGP cosnifta lits delay, the BGP
selection rule based on the IGP cost prefers a route with alkday over a route with
a longer delay. Finally, the “vivaldi” heuristic providesone paths with a low delay
than the “nearest NH” heuristic. This is due to the fact thadrest NH” selects the
NH only based on delay information that is local to the domalirereas the “vivaldi”
NH selection is based on an estimation of the delay of the thatitransits through the
candidate NH.

When the bandwidth of the links is set to 622 Mbps in topologydhgestion occurs
on 4% of the links with CSPF and on 3% of the links with “neafést’ and “vivaldi”
path computation techniques. We observe in figure 2 (b) teattis not much differ-
ence between the 4 curves for the LSPs with end-to-end delaywii1000 ms. Above
this value, there are more CSPF paths with a low delay cordpartfe other path com-
putation techniques. Finally, we note that the total nundfdrSPs established along
the IP forwarding paths is below the number of LSPs estaddishith CSPF and our
two heuristics. With IP forwarding, a router can only useva éeitgoing interfaces for a



destination. When the corresponding links are congedtedguter is not able to send
the path establishment request on an alternate link. Thad,$P establishment fails.
However, the “nearest NH” and “vivaldi” heuristics rely oiSRP-TE for the establish-
ment of the LSPs. RSVP-TE enables to avoid congested lintkkeiastablishment of an
LSP by specifying the path to be followed by the LSP insideBRplicit Route Object
(ERO) in order to bypass IP forwarding. Thus, techniquegthasr ERO expansion
are more robust to congestion than standard IP forwardihdash, we see that there
are slightly more paths with a low delay with the “vivaldi” iméstic than with “nearest
NH”. However this difference is not significant.

Figures 2 (c) and 2 (d) show the number of LSPs that can be ssfcdly established

on each topology, with the different path computation téghes. In figures (c) and (d),
we observe that the number of LSPs established by the tasbsicelying on BGP

routes, that is IP forwarding, “nearest NH” and “vivaldi, lower than with CSPF. The
CSPF paths are computed by a centralized entity that pessttsscomplete topology.
With BGP, however, only a portion of the routes availablesfaiestination is distributed.
Since there are fewer routes, they become faster congédtedover, some of these
routes are selected by BGP based on other criterion tharethg. dhus, the resulting
paths learned for a destination do not necessarily haveer ldglay than the maximum
end-to-end delay constraint of the LSPs.

We note that the number of LSPs established with the “vivdlduristic is slightly
higher than this number for the simulations with “nearest’NH both cases, the set
of potential NHs depends on the BGP routes received for tisdndgion. The set of
potential NHs, inside an AS, is the same for many destinatidimong this set, the
selection of the NH for a given ingress ASBR only relies onde&y of the shortest
delay path with enough bandwidth for the LSP, in the “neax#$t heuristic. Thus, the
LSPs entering an AS through an ingress point incur the sanay datil the shortest
delay path becomes congested and a longer delay path isvéalln the AS. There-
fore, the delay incurred inside an AS by the LSPs enteringasaime ingress ASBR
increases as the LSPs are established. On the other harskl¢lotion of the NH by
the “vivaldi” heuristic relies on the shortest delay patkide the AS and on the delay
estimation from the NH to the destination of the LSP. Consetjy, the delay incurred
by the LSPs crossing an AS does not increase as fast as withehrest NH” heuristic
because the LSP establishment requests entering an AS agrass point are dis-
tributed among multiple paths inside the AS based on therdditn of the LSP. The
delay of the paths computed with the “nearest NH” heuristizéases faster than with
“vivaldi”. As a consequence, if all LSPs are subject to theealelay constraint, this
constraint will be harder to fulfill with “nearest NH” than thi“vivaldi”, as the LSPs
are established.

Figure 2 (d) shows that in a less provisioned network, coegbéo the results in
figure 2 (c), the number of LSPs that can be established alBrigrivarding paths
drops, as mentioned earlier. In addition, the number of L&fablished with our two
ERO expansion heuristics is not far below the number of LS®abéished along the
CSPF paths computed by the global PCE. This is mostly duectagh of the RSVP-
TE ERO expansion technique and the crankback mechanism.



The crankback mechanism enables to inform an upstream ritloe failure during
the establishment of an LSP and to try the establishmenedf & along another path.
Crankback occurs at most 12 times with “vivaldi” and 25 timeth “nearest NH” for
established LSPs, on topology 0 with link bandwidths segt@@Mbps. However, there
are 95% of LSPs established with “vivaldi” without the hefgankback and 73% with
“nearest NH”. On topology 0 with 622 Mbps links, there are 8886 67% of the LSPs
that are established without performing crankback with‘tealdi” and “nearest NH”
heuristics, respectively. Moreover, the maximum numberafikback for established
LSPs is 13 for “vivaldi” and 14 for “nearest NH”. We observathfor the congested
topology, crankback enables to carry more traffic insidedtegested topology than
when the IP forwarding paths are used. The contribution@ttankback mechanism,
in the interdomain framework where the complete topology te traffic load is not
known by a single entity, is significant.

Now, we analyze the results of the simulations performeH thi¢ topology contain-
ing 20 transit ASs and 10 Gbps links. In these simulatiorexgtlare 13% of congested
links with CSPF, and only 2% with both “vivaldi” and “nearédit” heuristics. We ob-
serve from figure 3 (b) that the amount of traffic carried iedide topology is higher
with CSPF than with our heuristics. There are 19% (18%), ftbentotal amount of
LSPs, of additional LSPs established with CSPF comparétktose of “nearest NH”
(“vivaldi”, respectively). Moreover, there is a differemof 32%, from the total number
of LSPs, of established LSPs between CSPF and IP forwarding.
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Fig. 3. Delay of LSPs established on topology with 20 transit ASs

Figure 3 (a) shows the cumulative distribution of the enetad delay for the LSPs
established on the topology with the different path sebectechniques. This distribu-
tion is almost the same for the two heuristics coupled wittOERpansion. However,
we see that there are more paths with an end-to-end delay 687 ms, with our two
heuristics than with CSPF. We assume that this is due to tilgehinumber of LSPs
established with CSPF than with the two heuristics. SomesL\BiEth a delay shorter
than 1927 ms are established at the end of the simulationowitheuristics. However,
with CSPF the low delay links are already congested. A shelatydpath may be found
by the heuristics because there is less congestion in tldoigypthan with CSPF due
to the lower number of LSPs already supported by the topology



On this large topology, crankback plays an important roleer€ are 45% of the
established LSPs for which crankback occurs with “vivaldiid 54% with “nearest
NH”. The maximum number of crankback for the establishmémtnoLSP is 199 with
“vivaldi” and 283 with “nearest NH”. However, there is le$smh 6 crankbacks for 90%
of the LSPs established with “vivaldi” and less than 8 craadits, respectively, with
“nearest NH".

5 Conclusion and Further Work

In this paper, we studied the establishment of constraimeddomain MPLS LSPs. We
presented and evaluated four path computation techniques.of these techniques
rely on heuristics proposed in this paper. The first techmitjies to establish con-
strained MPLS LSPs along the default BGP route. The othénigoes take advantage
of RSVP-TE and the Path Computation Elements (PCEs) thatwarently discussed
within the IETF. First, we assume the existence of a globdt Bt performs a CSPF
computation on the complete topology for each LSP. Thisrtigte is not applicable
in a general interdomain framework. It gives an upper pentorce bound for the other
techniques. In the last two techniques, the computatiohetbnstrained paths is dis-
tributed. Each PCE selects a NH to leave its AS based on théstiesiproposed in this
paper and computes the path toward this NH.

Our simulations showed that using the default BGP route tabésh constrained
MPLS LSPs is not a good solution. A large amount of LSPs cabeogstablished.
In addition, the simulations indicate that the number ofstained interdomain MPLS
LSPs successfully established significantly increasdstvé two heuristics. Moreover,
the “vivaldi” heuristic is slightly better than “nearest RHMore LSPs are established
with “vivaldi” and the maximum amount of crankback is lomdpbwever, this negligible
improvement has a cost. It requires the computation of éoates. Finally, we saw that
the amount of crankback during the establishment of the M@fPsboth heuristics is
low for a very large portion of the LSPs. This is a strong argutrin favor of ERO
expansion for the current standardization work within tB&H.

In this paper, we presented and evaluated two heuristich&fERO expansion”
architecture described in [5]. [5] also proposes anothahritecture that relies on com-
munication between PCEs in order to find a constrained patarfd_SP. If the list of
ASs to be crossed by the LSP is not known a priori, the heosisti this paper may be
used to select a subset of the downstream ASs and, thus,P€hs that will contribute
to the path computation. We propose to evaluate such asolutithe future.
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