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Abstract

The role of BGP inside an AS is to disseminate the routes éebftom external peers to all
routers of the AS. A straightforward, but not scalable, sohy is to resort to a full-mesh
of iIBGP sessions between the routers of the domain. Achdgestialability in the number
of iBGP sessions is possible by using Route Reflectors (RElyift) on a sparse iBGP
graph using RRs however has a negative impact on routetiyabiquickly switch to an
alternate route in case of a failure. This stems from thetfadtrouters do not often know
routes towards distinct next-hops, for any given prefix.

In this paper, we propose a solution to build sparse iBGPlogjies, where each BGP
router learns two routes with distinct next-hops (NH) focteprefix. We qualify such iBGP
topologies as\H-diverse We propose to leverage the “best-external” option avkilain
routers. By activating this option, and adding a limited memof iBGP sessions to the
existing iBGP topology, we obtain NH-diverse iBGP topoksgthat scale, both in number
of sessions and routing table sizes. We show that NH diyeesiables to achieve sub-
second switch-over time upon the failure of an ASBR or intendin link. The scalability
of our approach is confirmed by an evaluation on a research Sedvice Provider network.
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1 Introduction

The Internet is divided in domains, also called Autonomorst&ns (AS). Each AS
is usually administered by a single entity, such as a compamyuniversity. The
protocol currently deployed to distribute routing infortioa between domains is
the Border Gateway Protocol (BGP) [1]. In BGP, external BEBGP) sessions are
established to exchange routes with neighboring ASs. BGEsaare distributed
inside an AS by means of internal BGP (iBGP) sessions.

A BGP route is composed of a prefix, a Next-Hop (NH), and a sattabutes. The
attributes are used in the BGP decision process. The NH iadtieess of a router
at the border of the domain. This router is able to farthewéod traffic toward the
destinations belonging to the prefix.

Initially, routers were only allowed to advertise, on iBG#sions, routes that were
received on eBGP sessions. Thus, redistributing BGP rdatefi the routers of
an AS required to setup a full-mesh of iBGP sessions in the SThis leads
to scalability issues in ASs with hundreds of routers. Todag trend is to use
Route-Reflectors (RR) [2] in large ASs. A RR may re-advent@ées learned on
some iIBGP sessions on some other iBGP sessions. Thus, el ereduction of
the number of iIBGP sessions established in the network andumber of routes
maintained in the routers.

A router holds a routing table per BGP session (i.e., per B&&/peighbor). It

stores the routes received on each session in these tablesitéx may receive
multiple routes for the same prefix from several neighbarghis case, it selects
a single of these routes for packet forwarding. Only thigeds redistributed by

the router on iIBGP sessions. The selection of a single rartedch destination
relies on the values of the routes’ attributes. The selegirocess, called “decision
process”, is composed of a set of rules applied in sequensenfnary of these
rules is provided in Table 1. Each rule eliminates from coesation all the routes
that do not have the best value for a given attribute. Whenglesroute remains, it
is selected for packet forwarding.

1.1 The slow BGP convergence

The slow convergence of BGP has been highlighted in thatiiee. In [3], Labovitz
et al. claim that recovery from a failure affecting intemdain routes takes three
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Table 1
Simplified BGP decision process

Sequence of rules

1 | HighestLoc_pref | 4 eBGP over iBGP

2 | ShortestAS- path | 5 | Lowest IGP cost to NH

3 LowestMED 6 Tie-break

minutes on average. Moreover, Wang et al. show in [4] thatimgwchanges sub-
sequent to a failure contribute significantly to end-to-padket loss. Kushman et
al. [5] measure the impact of BGP route updates on VoIP traffiey designate
BGP routing changes as being the causé086 of the perturbations in the VoIP
calls they observed. Several techniques to improve BGPergamce have been
proposed [6,7]. However, as claimed by [8], reducing BGR/eagence time is not
sufficient, at least for the reliability required by loss ahelay sensitive applica-
tions.

Solutions have been proposed in order for a domain to recsiNgple AS paths to
external destinations [8, 9]. These routes are presengedtdhtier of the domain.
However, this diversity is not be redistributed to all rastmside the domain. Uhlig
et al. [10] have demonstrated this for a Tier-1 Service Rlevnetwork making use
of a hierarchy of RRs. Uhlig et al. have shown that most reutkr not possess
multiple routes with alternate NHs for most of the destioasi. Thus, if a route
fails, the routers lose reachability to the destinatiorhefrioute. They have to wait
for BGP to converge inside the AS before being able to reaglkidéistination again.
Depending on the value of BGP timers and on the number of sabt fail, BGP
convergence may take a few tens of seconds. If routers had iiisé routes,
network resilience would be improved. The switch-over takernate route would
take much less than a second [11]. The objective of this paperachieve such
NH diversity in the routers of a domain. For this purpose, st on the design of
the iBGP topology of a domain. We confirm through measuresiet significant
gain in switch-over time when diverse NHs are present in tliers.

1.2 The complexity of IBGP design

The design of iBGP route reflection topologies is a NP-haabl@m [12]. The

solution space is wide and many factors, such as CPU and merapacity of the

routers might be considered. For example, not all routexsabie to support the
load incurred to RRs. Moreover, choices have to be made aheumplications

of the trade-offs on the iBGP topology design. For instammgeerators have the
choice between approaches requiring few iIBGP sessions a@tho solutions
with lower amount of BGP messages exchanged upon failunethis paper, we
leave the decision of those trade-offs to the operatorsf@mgs on NH diversity.



1.3 Problem statement

We say thalNH diversityis achieved for prefix in domaind if and only if, there are

at least two BGP routgs, andp, withNHs NH,, andNH,,, st.NH, # NH,,,

in the routing tables of each BGP router in domdiWWe only consider the BGP
routers of an AS!. We note that NH diversity can be reached only if routes for
the prefix are received at two ASBRs and from two differentesoith neighboring
ASs. If there is no physical diversity at the border of the A% not possible to
reach NH diversity without negotiating additional extdnpeering links.

An AS is NH diverse if NH diversity is reached in that AS, at gvBGP router, for
every prefix advertised in BGP. In a NH diverse AS, each rdetens at least two
different NHs to reach every destination. This way, whenrthge through one of
the NHs fails, another route may still be available. Suchudeanay then be used
before new routes are learned through BGP convergence. Mesity protects
against the failure of the NHs and the links directly conaddb the NHSs, used to
reach the NHs.

NH diversity in every AS along the path combined with IGP feestonvergence,
fast recovery or protection techniques in these ASs enshegshe BGP routes
through the diverse NHs do not fail simultaneously upon #ikife of a single
resource or a Shared Risk Link Group (SRLG) along the actb.p

We say that diverse NHs a&hared Risk Link Group (SRLG) diversthere exists
SRLG diverse paths to the NHs. If the diverse NHs are SRLGrs/eprotection
against SRLG failure to the active NH is ensured. Taking SRir®o account en-
sures fast switch-over time in case of a SRLG failure towaeddctive NH.

We define diverse NHs as being BGP policy equivalent if thespective routes
are policy equivalent. Two routesandy for the same prefix angolicy equivalent
if and only if the output filters of the AS are configured suchtthoth routes are
allowed to be advertised on the same set of eBGP sessionsar@eging diversity
of NHs that are policy equivalent ensures that no BGP updateke sent outside
the AS [14] upon the failure of the route through the active Nhis enables failure
restoration to be confined in the local AS.

In this paper, we propose an algorithm that leads to NH diens the routers
by adding iBGP sessions to an initial topology of RRs. Theppsed scheme is
desired as soon as the administrators of an AS opt for a refiestion topology.

L Often, all the routers of an AS are running BGP. When it is het tase, the routers
that are not running BGP either have multiple default roffggmary and backups) or
they are in the core of an MPLS network. In an MPLS core, theersuare configured
with protection tunnels. Thus, non BGP routers can switcart@lternate route when the
primary route fails.



Operators may adopt a route-reflection for multiple reasoneng these is scala-
bility of the routing tables size and easiness to introdwese routers in the network.
Our algorithm aims at achieving this diversity by addingyoalimited number
of IBGP sessionsin the resulting iBGP configurations, each router learrieast
two different NHs to reach every destination.

We limit ourselves to an objective of two diverse NHs per prafside each router.
Our solution can easily be adapted to reach a larger NH diyeksowever, the
desire for more than 2 diverse NHs in the routers has to behtezigwith the cost
of maintaining these routes in the routers.

The alternate NH is solely used upon the failure of the rootthé best NH. We
do not aim to load balance traffic among the multiple NHs. Asdliernate NH

is only used temporarily, the quality of the path to the NH<loet have to be as
good as toward the best NH When an operator makes use of BGP attributes to
indicate the preference of a BGP route, its objective is l\snat to render a route
unusable. Rather, its objective is to indicate that thige@lould be used only if
better routes are not available. Our solution may enabsa thite to be used exactly
in such a circumstance. Moreover, this does not comprorhesedrrectness of the
iBGP topology (see section 5).

In this paper, we present an algorithm that does not take SRir@d BGP policies
into account. However, these two aspects can be easilygocated in our proposal.
NHs that are not SRLG diverse or not BGP policy equivalentlmaremoved from
consideration when selecting the candidate diverse NHa foefix.

Similarly, one operator may want NHs that are peering wiffedgnt ASs. Again

the algorithm can easily be modified to reach that goal. Nidsadhe peering with
the same AS as the primary NH are removed from consideratitireiset of candi-
date NHs for a prefix. The diversity one may want to consideedés on the type
of failures that will occur. Unfortunately, we do not haverager model of where
failures happen in the Internet. We do not know if all the esuthrough an AS are
more likely to fail simultaneously than the routes that gmtigh different nodes.
Thus, we cannot determine if such a consideration is me#ring

Our algorithm aims at achieving route diversity by addingyanlimited number

of IBGP sessiongo a sparse iBGP topology. We show that, for a particularanese
network, between.2% and1.7% of the total number of sessions contained in a
full-mesh are added to conventional iBGP topology desigosthe ISP network,
betweer).6% and1% of the sessions in a full-mesh are added to conventionaPiBG
topology designs. These, additional sessions bring netesdhat need to be stored
in the routing tables. We show that the increase in routitdetés rather small,
especially for the ISP network. For the research netwokkjritial routing tables

2 We invite the reader to read [13] for a study on the cost albedyaickup routes provided
by the algorithm in this paper.



are on average 3 times smaller than the tables with a fulam&ier our design,
they become 2 times smaller than the tables with a full-m&sle. tables in the
routers of the ISP network are on average 3 to 7 times smaitbrtie traditional
iBGP design techniques than with a full-mesh. They becone@times smaller
than with a full-mesh after the application of our algorithm

This paper is structured as follows. First, we introducepitadlem of lack of route
diversity inside a domain in section 2. In section 3, we descour methodology
and our design algorithm. Then, we quantify the gain in swiger time with our
proposal, in section 4. The correctness of the NH-divers&HBopology is proved
in section 5. Our proposal is evaluated in section 6. Thisige@lso contains a
description of conventional iBGP topology designs. Thempnresent solutions that
have been proposed in the literature to solve related issisestion 7. Finally, we
conclude the paper.

2 Lack of route diversity in BGP

In this section, we expose the causes for the lack of NH diyarsthe routers of
an AS. We show that the lack of NH diversity may occur both ilkfiiesh and
route reflection topologies. The first two causes apply th lhat-mesh and route
reflection topologies. The last cause is applicable onlyptrse iBGP topologies
such as route reflection topologies.

When an iBGP full-mesh is used to propagate the externaésdoside the AS, all
the external routes that are chosen as best by the routdts@mm to the routers of
the AS. An iBGP full-mesh might thus be seen as the ideal caghé visibility of
the external routes. However, this apparently “ideal”aiton of the full-mesh does
not automatically imply that NH diversity is achieved. Téspects that affect the
diversity inside an AS:

e Location of eBGP peeringsIf an AS Border Router (ASBR) has multiple peer-
ings with neighboring ASs, external routes can be hiddeineaASBR and never
be propagated inside the AS unless some failure occurs.

e eBGP attributes of the routes The BGP decision process defines an ordering
of the routes. The external routes that have the best ogltoirthe 3 eBGP at-
tributes (highestoc_pr ef , shortesAS- pat h length, and lowedvED? ) dom-
inate all the other routes learned by the routers of the A8.ddminated routes
will never be selected by any router inside the AS, unlesshalldominating
routes are withdrawn. After the convergence of BGP, the dated routes will

3 If the “always-compare” option is used, the route with thedst MED dominates the
other routes. Without the option, the route with lowest ME®@ihates the other routes
received from the same AS only.



only be present in the routing tables of the ASBRs that reckihem on an
eBGP session.

e iBGP propagation graph: A sparse iBGP graph creates dependencies between
routers. Routers that do not have multiple eBGP sessionsrely®n their iBGP
neighbors to achieve NH diversity. Routers without extepe&ring sessions can
only achieve NH diversity if their iBGP peers receive, sebetwl advertise routes
with different NHSs.

————— iBGP session

—— eBGP session

—>» route advertisement
= Prxy best route for prefix p
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& =
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Fig. 1. Example of route diversity loss. Location of eBGPrpegs: R31 selects eitheiz

or pr12 as best route. R31 only propagates this route in iIBGP. eBtEBues of the routes:
If R32 assigns a highoc _pr ef topgro1, neitherpri1 NOrpr1o will be propagated in iBGP.
iBGP propagation graph: R33 selects eithgs; or prs2 as best route. R33 only sends this
route to R34, R35 and R36.

The example of Fig. 1 illustrates the previous three aspBidte that this example
IS hot meant to represent a realistic iBGP topology, but ssgieed to illustrate the
different reasons for lack of routing diversity in BGP. Suabk of route diversity
has been observed in [10] and is illustrated in section 6réatitional iBGP de-
signs. In Fig. 1, we place ourselves as being the operato6at Ahis AS receives
routes towards a prefix from two neighboring ASs: AS1 and AS2. Two ASBRs
of AS3 receive external routes towgrdHowever, only two of those three external
routes can be used, as ASBR; only chooses and propagates one of the two ex-
ternal routes it receives from AS1. This illustrates the fiesson for loss of route
diversity:the location of eBGP peeringSuch route diversity at a single ASBR is
not robust against the failure of the ASBR. In this case, giranthe location of
one of the eBGP peerings AS3 has with AS1, to some router whse dot receive
an external route towards will prevent one of the external routes from AS1 to
be hidden by an ASBR. Note that in practice, changing thetiocaf eBGP peer-
ings is not so simple as it depends on the geographic locafitme routers to be
interconnected and on the availability of ports on thes¢ernsu

Among the three external routes that are received by the ASEH#RAS3, some



routes might dominate others. For example, AS3 might piteieroutes from one
of its neighboring ASs, AS2, due to routing policies. AS3 nasgign a higher
value to theLoc _pr ef attribute of the routes received from AS2. In this case,
the two routes received from AS1 will not be selected as besrty router in-
side AS3. Thus, they will only be available &81. The same reasoning applies
if routes have the same value of thec _pr ef attribute but a shorteAS- pat h,

or the same value dfoc _pr ef , the sameé\S- pat h length, but a lower value of
the MED attribute. Routing policies can cause a great loss of diyeiBhey may
prevent alternative NHs to be observed in a domain, unlese dailure leads to
the dominating route(s) to be withdrawn.

Router vendors are proposing an extension to BGP called-thaernal” [15]. The
use of this extension will help to solve the diversity prablevhen the lack of
diversity is due to theBGP attributes of the route®Vith the “best-external” option
activated, the ASBRs will advertise their best eBGP routbea iBGP peers. Thus,
dominated routes may be propagated in the AS. In Fig. 1, \iHbest-external”
option, R31 would advertise one of its eBGP routesid3 even if its eBGP routes
are dominated. However, this route will not be propagatethéw in the AS. This
option does not allow by itself to solve the diversity issua sparse iBGP topology.
Because a “best-external” route is only propagated one tipei iBGP topology,
this option does not cause issues, such as routing loopgse IBGP propagation of
routes.

Finally, dependencies in thBGP graphmay create diversity loss during the prop-
agation of the BGP routes. In Fig. 1, we intentionally builtiBGP topology that
leads to a very poor diversity. As routely,, Rs5 and R3s depend exclusively on
R33. Those three routers will only see a single external routeeasg available to
reachp; the route advertised bi33. We note that, even if these routers had iBGP
sessions with several RRs, they may not learn routes widrsidNHs, as observed
in section 6.

We have seen in this section that the lack of route diverggsdot only concern
route-reflector based iBGP topologies. It is a more genewvblpm. There is no
protocol-based solution to counter the first cause. The A&B&Rsingle point of
failure in this case. The establishment of additional eB&#3®ns ending at diverse
nodes counters this cause. The second cause can be colyeheduse of “best-
external”. The last cause only occurs in sparse topologiels as route-reflection
topologies and a confederation of ASs. The proposal in tigiepenables to counter
this last cause, for route-reflection topologies.



3 Improving diversity

In this section, we present our solution to reach NH divgeithe routers of an AS.
By routers, we mean all the routers that rely on BGP routegaclr destinations
external to the local AS. Our proposal consists of configuthre “best-external”
option at the routers, coupled with an algorithm for the gesif iBGP topologies.
As a result, NH diversity is achieved at each router in thevoek, for all prefixes

that are learned at different AS Border Routers (ASBR).

The “best-external” option is required because, as we haga s section 2, in
some configurations, it is not possible to achieve NH divemithout this option.

In addition, we have shown that this occurs independentihefiBGP topology
configured in the AS. When all the routers in a domain prefersdime route (i.e.,
the same NH) for a prefix, the routes that are received at &8BRs for this prefix

are not propagated in the domain.

3.1 Algorithm

Our algorithm determines a small number of iBGP sessionsldot@a an existing
IBGP route reflection topology. The pseudo-code of our algar is provided in

Algorithm 1. As input, the algorithm takes the eBGP route®ieed at the ASBRS,
the IGP topology and an iBGP route reflection topology (linedur solution relies
on a tool such as [16] to compute the routing tables of the B@&Rers in the
domain (line 2).

The principle of the algorithm is as follows. First, we remradvom consideration
all the prefixes for which it is not possible to achieve NH dsity (Algorithm 1,
line 3). These are the prefixes for which an external routedsived only at one
ASBR. For example, in Fig. 2 diversity cannot be reached fefippl. This is due
to the fact that only ASBRR21 receives an external route fpt. From this step of
the algorithm, a set of prefixes is obtained. NH diversity will not be reached with
any iBGP topology for prefixes that do not belongstaeven with a full-mesh. New
external peering links need to be negotiated by the opeoatbe domain, in order
to be able to achieve NH diversity for these prefixes. In trengxe of Fig. 2, the
operator ofAS2 could contact the operator ofS1 to schedule the establishment
of a new link betweerRk22 andR11.

After the removal fromS of the prefixes for which diversity cannot be achieved,
we compute the set of routers lacking NH diversity for a leas prefix inS
(Algorithm 1, line 4). This set of routers is notétl

The core of the algorithm is composed of the set of operatiohses 5to 17. We
call this set of instructions stepof the algorithm. These operations are performed



Algorithm 1 Addition of iBGP sessions
1: sel f.T=LoadT opology()
2: self.RIBIn=self.Compute BG P Routes()
sel f.S=sel f.RemoveUnsolvable Pre fizes()
R=sel f.Get Low DivRouterSet()
while (|R| > 0) do
{improve diversity for one routér
r=sel f.Get MostInteresting Router(R)
P=sel f.Get LowDivPrefixSet(r)
C=sel f.GetCandidatel BGP PeersSet(r,P)
10: if (P # 0 and C # 0) then
11: {select candidate with maximum number of eBGP prefixeB}in
12: n=sel f.Select Newl BG P Peer(r,C,P)
13: sel f. T=sel f.AddI BGPSession(r,n)
14: sel f.RI BIn=sel f.Compute BGP Routes()
15: R=sel f.Get Low DivRouterSet()

16: endif
17: end while
< » iBGP session AS1 Originates prefix p1

Physical link Readvertises prefixes p2,p3
IGP cost

10

Table at R22

Prefix AS-path NH

>pl ASl R21
>p2 AS3 R23
>p3 AS4 R24

Table at R24

Prefix AS-path  NH
>pl AS1 R21
>p2  AS3 R23
>p3 AS4 R42
{p3 AS3-AS4  R23|
AS4 Originates Exterr:hest
prefix p3 advertised by

R23
Fig. 2. Improving diversity

until NH diversity is reached for all the routers it First, we pick a router from
the set of routers lacking diversiti (line 7). Then, we improve NH diversity for
r through the addition of an iBGP session betweeand an ASBR. With “best-
external”’, we are sure that an ASBR distributes, to its iB@Erp, one route with
itself as NH, for each prefix it learns on an eBGP session. AS8&i thus good
candidates for becoming new iBGP peers. An ASBR is selecté#@tome a new
iBGP peer forr if adding a session to this ASBR increases NH diversity fer th
largest number of prefixes at

Assume that router is R22, in Fig. 2. We see thaiz22 lacks NH diversity for

10



prefixesp2 andp3 (line 8). Then, we determine the set of ASBRs that are canelda
to become new iBGP peers for(line 9). Routersk21, R23 and R24 are ASBRs
in AS2. In the exampleR21 distributes a route with NHR21 for prefixesp2 and
p3 to its iIBGP peersRk23 sends routes for prefixeg andp3 with NH R23. And,
R24 only sends a route fqi3 with itself as the NH.

Some iBGP sessions do not increase the NH diversity at tredened router22,

in the example). These are sessions with ASBRs such as: (AS&R that is
already an iBGP neighbor, (2) an ASBR that is already the Nthliahe prefixes
lacking diversity, (3) an ASBR that does not advertise anthefprefixes lacking
diversity to its iBGP peers. Therefore, the algorithm doesaonsider to add an
iIBGP session with such routers. These routers are not catedASBRs. In the
example, the algorithm will not propose to add an iBGP sess&weenk22 and
R24 because of (1). Onlfg21 and R23 belong to the set’ of candidate iBGP peers
(Algorithm 1, line 9).

The algorithm now chooses betweB21 and R23 as new iBGP peer (Algorithm 1,
line 12). For this purpose, it determines the ASBR that witkease the diversity for
most of the prefixes lacking diversity. In our example, an iBGPsg&swith R21

will increase the NH diversity for two prefixeg2 andp3. An iBGP session with
R23 will only increase NH diversity for prefix3 because:23 is already the NH for

p2 at R22. Thus,R21 is selected as new iBGP peer. If multiple ASBRs contribute
to increase diversity for the same number of prefixes, owrdlgn selects one of
them arbitrarily* .

Then, we recompute the BGP routes received at the routege itim 1, line 14).
For this purpose, we first add the new session to the modekeoBGP topology
at line 13. The BGP routes are computed after the additioracth é8GP session
because when a router receives additional routes, it magtsaifferent routes as
best. Subsequently, it stops advertising the previousroeses to its peers. This
may lead to reduced NH diversity in some routers. We notetthatoccurs only
when the initial iIBGP topology is ndim-optimal That is, when routers cannot
choose as best route the one towards the closest NH in terd@Potost. This
concept is defined in [17]. It is desirable that an initial iB&pology meets this
fm-optimality constraint in order to avoid deflection anaviiarding loops. In case
of fm-optimality of the iBGP topology, this route computatistep is not necessary.

3.2 External routes model

Our algorithm relies on the eBGP routes received at the ASBR$hange in the
prefixes that are received from the external peers may havwamact on the NH

4 The tie-beak may be based on the IGP cost to the ASBR or thingesst at the ASBR.
The choice is left to the operator.
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diversity in the AS. To avoid having to re-optimize the iBGfite reflection topol-
ogy every time a change in the external routes is observeguggest to build a
model of the eBGP routes. We suggest to use classes of prafikas model. A
Service Provider (SP) knows the type of connectivity thar@ss/ided by each of its
external peers. This part of the contract the SP has negotth its peer. Thus,
the SP knows if it will receive all the Internet routes frone theer or a subset of
the routes. In the case of a subset of prefixes, the admitmskaows the classes
of prefixes to expect in a subset. The prefixes that are alwdweriised together
with the same BGP attributes belong to a class. For examlasa may contain
all the prefixes assigned to European universities. Anatlass may be all the pre-
fixes assigned to the American customers of the peer. Instigaging to improve
NH diversity for single prefixes, diversity is consideredaper class basis. In our
model of the routes, a single prefix is used for each class effxess. An iBGP
session that is added to improve diversity for this prefixriowes diversity for all
the prefixes in the class. Such a model has already been u$&d, it6, 18]. An
iIBGP topology computed based on such a model is likely to basbto changes
in eBGP routes, if the current peering agreements are respethat is, if a pre-
fix is added or removed from a class, diversity is maintaifféut model can also
take into account predictions of changes in agreements ftie semoval or the
addition of external peers. We note that the real eBGP ragede used instead
of building such a model.

3.3 Properties of the solution

Our algorithm adds iBGP sessions to ASBRs that receive matgyral routes.
Thus, an ASBR that receives many routes should be able t@sigpbigher number
of IBGP sessions than other ASBRs. This effect is predietabherefore, those
ASBRs can be correctly dimensioned to support the additit@al. Moreover,
this aspect can be taken into account when selecting a ¢oc&dr the addition
of external peerings. We note that the number of IBGP sessiban ASBR will
never be larger than the number of sessions it would havepjmostin a full-mesh.
We show in section 6.3 that the average and maximum numb&GR isessions
supported by the routers in a ISP network is much lower thantimber of sessions
to be supported by a router in an iBGP full-mesh.

The addition of iBGP sessions enables us to achieve NH dliyexisthe cost of a
limited increase in the amount of routes to be maintainetd@routing tables. We
evaluate this cost in section 6. We see in that section tleaetis a trade-off. The
size of the routing tables is kept smaller in the situati@tgiring the addition of
a larger number of IBGP sessions at the ASBRs, such as thercbsgetwork (see
section 6.2). When diversity is easily achieved, becaugsity is largely present
at the border of the domain, a very small number of additiseakions leads to a
larger increase of the routing table sizes. This is obseirvéioe evaluation of our
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proposal for the ISP network (see section 6.3).

The strength of our approach is that it is applicable todaychNanges are required
to the implementation of BGP. Moreover, as we will see in section 6, the iBGP
route reflection topologies that are generated by our dlgariare rather small,
especially for larger topologies. They require a small agernumber of sessions
and routing entries to be maintained at the routers.

4 Switch-over time

Failure recovery can be divided into three steps: failureaten, failure notifi-
cation and route switch-over. NH diversity aims at redudimg switch-over time.
Once a BGP route is withdrawn or once the router learns tleatdinrent NH of a
route is no more reachable, it is able to directly switch ®HH-diverse route.

There are multiple ways to speed up failure detection andicaiton. The IGP
[11, 19] and the Bidirectional Forwarding Detection (BFDptocol [20, 21] en-
able a router to learn the occurrence of a distant failur@iwid few hundreds of
milliseconds.

After the few hundreds of milliseconds necessary for a migealetect a failure,
the alternate NH, available at the router in a NH-diversevngk, is installed in the
Forwarding Information Base (FIB). This takes arouidms, with a hierarchical
FIB [11]. With such a FIB architecture, installing a new NHampa failure does not
depend on the number of prefixes impacted by the failure angnitanly consists
of the time that is required to change the value referenceal fmjinter.

Thus,in a domain with NH diversity, fast failure notification and a hierarchical
FIB architecture, switch-over can be achieved in much lessan a second11].
This is a significant improvement compared to the few tensecbsds required
today, in ASs without NH diversity.

We perform measurements to determine the gain in switchiowe when diverse
NHs are present in a commercial router, without any fasffioation mechanisms
and without a hierarchical FIB. First, we measure the regotiene at R21 for
10000 routes upon the failure of linkR21 — R11, in the topology illustrated in
Fig. 3. Without NH diversity,?21 takes5.85 seconds, on average, to detect the
failure, learn the new route and install it in its FIB. With Miersity,0.92 seconds
are required forR21 to detect the failure and install the NH diverse route in its

> We expect the “best-external” option to be delivered for mositing equipment very
soon. The market leaders are pushing the standardizatibisalution at the IETF. More-
over, one implementation is already available.
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FIB. Switch-over time is reduced bi93 seconds with NH diversity. It is already
a significant gain for such a simple topology.

Expl: No NH diversity
Prefix P R21 knows only route

AS1 % via R11 to prefix P
Exp2: NH diversity
‘P// \\P R21 knows route via

R11 and R22

S
~—
&G &

AS2

Fig. 3. Switch-over time measurements

Now, we perform similar measurements on a larger topoldgy,topology illus-
trated in Fig. 2 in [22]. We measure the recovery timé’&i3 after the failure of

link PE2 — C'E1. Again, we do not use any fast failure notification mechasism
and PE3 does not possess a hierarchical FIB. Without NH diversitiakes44
seconds forP E'3 to learn the alternate routes and updateth@0 route entries.
With NH diversity, only2 seconds are required. Out of these two seconds, it takes
already one second fad? E3 to be notified of the failure. Fast failure notification
techniques do not necessarily help to speed up the recaveeywthen a diverse

NH is not known. However, with NH diversity, a fast notifiaati technique and
hierarchical FIBs, a sub-second recovery time is at outtreac

5 Correctness

The iIBGP sessions added to the initial iBGP topology, in otdereach NH-
diversity, do not affect the correctness of the iBGP topglddne sessions that are
added are of type “over”, according to the terminology idtroed in [23]. A route
learned on such an iBGP session is not readvertised on annB@ie session. Thus,
the NH-diverse routes will not be re-distributed in iBGP. fdover, if the initial
iIBGP topology is correct, it is likely to be “fm-optimal”. Beggning iBGP topolo-
gies that are fm-optimal even in case of failures is possilie-optimality” [17]
ensures that any router can choose as best route the one #thtartised by the
closest egress point, with regard to the IGP cost, as in arfaBh. In an “fm-
optimal” iBGP topology and an iBGP topology “fm-optimal” thiregard to fail-
ures [24], the routes learned on the additional iBGP sessionnot change the
output of the BGP decision process in the routers. The Nidrd& route is never
selected as best route instead of the primary route, whee ihao failure. After a
failure, at the end of the BGP convergence, the best backutpsare learned via
the sessions of the initial IBGP topology. If the NH-diverseite is the best, it is
also learned via the sessions of the initial iBGP topolodper&fore, the additional
sessions do not affect the convergence of BGP inside the A& Will not be used
to forward packets in normal network operation nor be rexithsted. Thus, they
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will not lead to forwarding loops nor route oscillations.tRer, they allow that an
alternative route be used upon a network failure, beforditta route is learned.
As a conclusion, if the initial iIBGP topology is fm-optim#he iBGP topology we
produce is fm-optimal and correct.

Transient forwarding loops may occur during any BGP corsecg. The iBGP
topologies that we generate do not make an exception. Wematte¢he state of the
art to ensure that no forwarding loops occur during the cayarece of BGP, is to
encapsulate traffic to the outgoing interface of the ASBR.[25

6 Evaluation

We perform our evaluation on two types of networks: a redeaetwork and an ISP
network. The ISP network topology has been inferred by thketfuel project [27].
For each network, we study the NH diversity achieved withveotional iBGP
topology designs. We compare the diversity reached by timeerdional iBGP
topologies with the one achieved by the iBGP topologies gead by our algo-
rithm© . Then, we study the scalability of our proposal. We exantieertumber of
IBGP sessions in conventional iBGP topology designs, inBI&P topologies that
we generate, and in a full-mesh. We also study the number®PiBessions and
the amount of routing table entries that need to be supptstezhch router. The
“best-external” option is activated for each simulation.

6.1 Settings of the simulations

6.1.1 Model of a research network

We construct the model of the research network used in odu@van based on
public information relative to its topology and externakepe The intra-domain
topology of the research network is available on its welghite¢ p: / / t wo. wi de.
ad. j p/ ). The research network is composed of 17 nodes. Eight oé thedes are
ASBRs. Similarly, a list of its external peers is also aVal#aon the website of the
research network. The research network has 12 externa.peer

We follow the methodology introduced in section 3 to mode& #xternal routes
received from each peer. First, we determine the roles oéxkernal peers. These
roles are deduced from studies on the relationships betABensuch as [26], and
from the service the peers advertise on their websites. \Welwde that two of the

6 As mentioned in section 1.3, we do not consider SRLGs in thjsep even though it
is rather straight forward to take them into account. Theaads that we don’t know the
SRLGs for the networks considered in the evaluation.
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peers are well known commercial Internet Service Provid&R). Moreover, four
peers are research networks. Finally, there are six coiengcto major Internet
eXchange (IX) points. We looked at the 1Xs’ websites to deiae the peers con-
nected to the IXs. From this information, we deduced thesela®f external routes
received from the commercial providers, the research m&tpeers and at the IXs.

6.1.2 Model of an ISP network

In this section, we describe the model of the ISP networkeatise in our eval-
uation. Mahajan et al. [27] have inferred the internal toggl of a few Internet

Service Provider networks. For each of these ISP netwdnky, have inferred the
link costs and the PoP structure of the network. We use thedeiof one of the

ISP networks, AS1239. Their model is composed of 315 nodesadpacross 44
PoPs. We use the AS relationships inferred by Subramaniah (6] to deter-

mine the external peers of AS1239. According to [26], AS1&30ne of the few

tier-1 ASs that are in the core on the Internet. It is conreetdel 750 other ASs.
Among these ASs, 41 ASs are shared-cost peers. The remaird9gASs are cus-
tomer ASs of AS1239. The shared-cost peers are ASs of abeldatime size as
AS1239. We assume that these ASs advertise a large numbefiais, including

customer ASs’ prefixes. In our model, each shared-cost peebétween 2 and 4
peering links with AS1239. Each peering link ends at a randode in a randomly
selected PoP of AS1239.

We build the model of the external routes advertised by ehahesl-cost peer as
follows. First, we assume that the Internet is divided ireghmajor geographic
areas, the continents. Furthermore, each of these areasdsdlinto 30 regions.
A region may represent a country. We consider all the 1750@speennected to
AS1239. Each peer is assigned a geographic coverage. Degeordits level in
the AS hierarchy inferred by Subramanian et al. [26], it isussed that a peer
covers a wide or a small geographical area. For examplel eerers are assumed
to cover all the three major continents. Level-2 and levpke8rs are assumed to
cover a single continent and all the countries in this camtinFinally, level-4 and
5 peers cover a single region. The countries are assigneldmdn to the level-
4 and level-5 peers. Similarly, the continents covered kg€ and 3 peers are
also assigned randomly. Secondly, a prefix is assigned to ggon and each
continent that is covered by one of the peers of AS1239. Kireakhared-cost peer
advertises to AS1239 the prefixes that are attributed togg®ms and areas that
it covers. Together, the shared-cost peers of AS1239 cdvgeagraphical areas.
Thus, even though the 1709 customer ASs are not directlyemtad to AS1239,
the shared-cost peers advertise their prefixes to AS1239.
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6.1.3 Conventional iBGP topologies

In this section we describe the iBGP route-reflection tog@e that are used as in-
put to our algorithm for our evaluation. They are also used seference point for

assessing the NH diversity and iBGP sessions scalabilitgahnetworks. These
topologies are the result of conventional iBGP design nuhagies. Those con-

ventional topologies should be similar to iBGP topologiesdiby ISPs.

6.1.3.1 Bates recommendation In [2], Bates et al. state some recommenda-
tions for iBGP route reflection topologies. They advise tafgure one or multi-
ple RRs per Point of Presence (PoP) in the network. All theersun a PoP are
clients of the RR(s) in this PoP. In addition, the authorsinegga full-mesh of iBGP
sessions between the RRs. Moreover, they also recommermdniiguration of a
full-mesh of iBGP sessions between all the routers in a PoP.

6.1.3.2 “Batesl” iBGP design In our first initial iIBGP topology, we imple-
ment this recommendation as follows. The most connectegrau each PoP is
selected to be the RR. Each router is a client of the RR in i& Rdull-mesh of
IBGP sessions is established between the RRs. Finallg therfull-mesh of IBGP
sessions between all the routers in a PoP. In the remainithgsgbaper, we call this
iIBGP topology‘Bates1”. An overview of the properties of this topology is given
in the first line of Table 2.

6.1.3.3 “Bates2” iBGP design Our second initial iIBGP route-reflection topol-
ogy is built as follows. Two RRs are selected in each PoP fitumdancy purposes.
These two RRs are the two most connected routers in the PbfheMouters in a
PoP are iBGP clients of the two RRs in the PoP. Moreover, anfieh of iBGP
sessions is configured between the RRs. This topology alswkthe recommen-
dations of Bates et al. [2], expressed earlier. It is cdlates2” in the following
sections. A short description of this topology is providedable 2.

6.1.3.4 “Zhang”iBGP design Large Service Provider networks may make use
of a hierarchical route-reflection topology [10]. Such adiogy is characterized by
multiple levels of RRs. Routers that are clients of RRs atdipelevel may on the
other hand be RRs for routers at lower levels. In [1], Zhand Bartell provide
recommendations for the design of such hierarchical iBGi®ltmgies. They say
that the RRs at the top-level must be fully meshed. On therappntthis is not
required for RRs at lower levels.

Our third initial IBGP topology verifies the recommendasan [1]. It is built as
follows. There are two levels of RRs. At the lowest level, thaters of a PoP are
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clients of two RRs in the PoP. These two RRs are the most ctetheauters of the
PoP. In turn, these RRs are clients of two RRs at the top-I&R$ are at the top-
level of the hierarchy if the number of nodes in their PoP »vata critical number.
This number is set t@0 in our topology. However different values can be envis-
aged. Low-level RRs of a PoP are connected to the two top{RiRs of the closest
PoP. The closest PoP is determined based on the IGP cost lnfikbeFinally, a
full-mesh of iBGP sessions is configured between the toptRRs. Such a config-
uration is illustrated in Fig. 7-11, page 265 of [1]. We célbkttopology:“Zhang”.
Table 2 provides a brief description of this iBGP route-ieftan topology.

Table 2
Conventional iBGP topologies

Name | hierarchy| top-level PoP RR

full-mesh | full-mesh | redundancy

Bates1 no yes yes no
Bates2 no yes no yes
Zhang yes yes no yes

Since the number of nodes in the research network modelhismramall, it is not
relevant to make use of a hierarchy of RRs. In order to obtanodel with a larger
number of nodes for the research network, we proceed asdltad in Fig. 4. This
enlarged model of the research network will only be used withconventional
hierarchical iBGP topology, “Zhang”.

Enlarged network

Small network

10,1 IGP cost

Fig. 4. Enlarging a network
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6.2 Evaluation for the research network

In this section, we evaluate the effectiveness of our dealgarithm for the re-

search network presented earlier. The “best-externaldops activated for all the
simulations. First, we study the NH diversity present in theters with the three
conventional iBGP topologies introduced in section 6.W8a.observe that this di-
versity is poor. Then, we show that with the iBGP topologiesuiting from our

algorithm, we achieve the same NH diversity as with a fulsimef iIBGP sessions.
From the distribution of the number of iIBGP sessions at theers, we show that
the total number of IBGP sessions present in the topologiaergted by our algo-
rithm is low compared to the number of sessions in an iBGPrgkh. Finally, we

draw conclusions on the size of the routing tables.

Table 3 shows the average percentage of prefixes for which iMétsity is ob-
served in the routers of the research network. This valugualgo

100 Y7, d;
—_— * —_—
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wheren is the number of routerg, the total number of prefixes anl the number
of prefixes with NH diversity at router Each line in Table 3 relates to a different
initial IBGP topology.

Table 3
Research network: NH diversity
iBGP topologies
Name initial | proposed| full-mesh
“Batesl” | 39% 90% 90%
“Bates2” | 26% 90% 90%
“Zhang” | 13% 90% 90%

We observe in the second column of Table 3 that with the “Baté3GP topol-
ogy, diversity is achieved fa39% of the prefixes, on average over all the routers
in the network. With the “Bates2” iBGP topology, the aver&ge diversity in the
routers is lower, witi26% of the prefixes. Finally, with the “Zhang” iBGP topol-
ogy, there is NH diversity for only3% of the prefixes in the routers on average.
The differences in diversity observed with these three $ypeiBGP topologies
come from two types of aspects. First, the iBGP designs usad to different
number of IBGP peerings. The “Bates1” iBGP topology has ni®GIP sessions,
then “Bates2” comes in the middle, and finally the “Zhang”dlmgy has the low-
est number of IBGP sessions. Less iBGP sessions reducedbibitity of learning
routes with alternative NHs. Furthermore, relying on a-fua#sh within a PoP in-
creases the chances of learning more than a single NH, hemeeving diversity.
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One NH may be learned from each RR and other NHs may be learoedthe
routers in the PoP.

Now let us look at the NH diversity achieved with our solutionthe third column
of Table 3. We observe that NH diversity is achieved at altemsifor90% of the
prefixes. The other prefixes are advertised by a single eB@Pipeour model.
Moreover, we note that the diversity obtained with our iB@Pdlogy is the same
as the diversity observed in a topology with a full-mesh aBBsessions (fourth
column in Table 3). Our algorithm generates topologies witrersity is ensured
for all prefixes that are received at different ASBRs.

In addition, we see that studying NH diversity for the iBGRtereflection topol-

ogy generated by our algorithm is very important. It enabketo detect situations
where the only solution to achieve diversity requires thaldshment of new ex-
ternal peerings. Here, we deduce from Fig. 3 that new exXtpeerings session
should be negotiated to reach diversity for 10% of the prefixe

Fig. 5 provides statistics on the number of iBGP sessionfigumed at the nodes,
in different iBGP topologies. On the y-axis, we have the nandf iBGP sessions
at a router, normalized by the number of IBGP sessions at &rau an iBGP
full-mesh. The number of iBGP sessions observed in a fubhme our reference
point. A router in a full-mesh supports the maximum possiimber of sessions,
or 100%. On the x-axis, we have the different iBGP topologies. FaoheiBGP
topology, we show the minimum, average and maximum numb&®@®P peers
that are observed at the nodes in this topology. The coraltiBGP topologies
are labeled “init”. The topologies generated with our altpon are labeled “prop”.
Full-mesh iBGP topologies are labeled “f-m”.

We observe in Fig. 5 that the average number of IBGP sessidressupported at a
router, with our proposal, is much lower than in a full-méaiith the iBGP topolo-
gies we generated from “Bates1” and “Bates2” iBGP topolsgimly two routers
have has many iBGP sessions as in an iBGP full-mesh. Thesarsare RRs that
learn many prefixes on their eBGP sessions. In the topologgrgeed from the
“Zhang” input iBGP topology, the maximum number of sessiameuter supports
is almost two times smaller than the number of sessionsm®uatast keep under a
full-mesh. Again, the routers with the largest number ofsmss are ASBRS receiv-
ing many external routes. As mentioned in section 3, suctffantes predictable.
Appropriate dimensioning of these routers and proper 8eleof external peering
locations is thus possible. Moreover, such ASBRs are tylgitégh-end routers
that can easily sustain the stress from many sessions.

In Fig. 5, we see that on average, the nodes have two timelBlégspeers in the
iIBGP topologies that we generate based on “Bates1” and S2atBGP topologies
than in a full-mesh. Moreover, the average number of sessab@a router is very
small, in the iBGP topology generated from the “Zhang” aditiopology. It is 4
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Fig. 5. Research network: Distribution of the iBGP sessmm¢he routers

times lower than the number of sessions that need to be segdwy the nodes in
a full-mesh of iBGP sessions.

In Fig. 5, the middle point provided for each iBGP topologyindicates the per-
centage of iBGP sessions in the topology. When looking aetfaerage values,
we observe that our algorithm generates iBGP topologids faitless iBGP ses-
sions than in a full-mesh. Moreover, we see that the numb@8®P sessions in
the topologies generated by our algorithm varies basedeoinitial iBGP topology
that is provided as input to our algorithifihe sparser the original iBGP topol-
ogy is, the lower the number of total iIBGP sessions requirechiorder to reach
the target NH diversity with our approach. The initial “Zhang” iBGP topology
is the sparsest iBGP topology. It contains o&% of the sessions in a full-mesh.
The iBGP topology generated from the “Zhang” topology witlr algorithm is
only composed ofl5% of the sessions in a full-mesh. As illustrated in Table 3,
while the initial topology provides very poor NH diversitiie same diversity as in
a full-mesh is achieved with the resulting iBGP topologyr @pproach hence does
not require that the original iBGP topology be particulaslgll designed to work
well.

With our proposal, diversity is achieved because additiomaies are exchanged
compared to the initial iIBGP topology. However, this pracesreases the size of
the routing tables. In the conventional iBGP topologiesitecs store betwee2b
and27 routes on average. In the iBGP topologies generated withalgarithm,
the routers store an average 39 to 40 routes. The average number of routes in
the router is reasonably low compared to a full-mesh. Withllanhesh, the routers
receive79 routes on average.
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Our study has shown that the total number of iBGP sessiorepisi&w compared
to the number of sessions in a full-mesh. The average nuniB&® sessions and
routes to be supported by the routers is also kept low cordpara full-mesh. The
number of sessions and routes to be supported is higher aR8 &R eiving a large
number of external routes. This is unlikely to be a problenthase large ASBRs
will be dimensioned to support a large number of sessiortsuse they are located
at important peering points.

6.3 Evaluation for an ISP network

In this section, we evaluate the efficiency of our iBGP toggldesign algorithm
when applied to a large ISP network. For this purpose, wehsaétwork model
presented in section 6.1.2. A different set of externalipgerand external routes
is used for each initial iBGP topology.

First, we examine, in the second column of Table 4, the aeeidld diversity
achieved in the routers, with the three conventional iBG$igitetechniques pre-
sented in section 6.1.3. We observe that, with the convealti@GP topologies, a
router on average has NH diversity fot% and15% of the prefixes. Even though
the three conventional iBGP design techniques lead to ¢gped with different
numbers of IBGP sessions, their NH diversity is similar.sT¢onfirms the findings
of Uhlig et al. [10].

Table 4
ISP network: NH diversity

iBGP topologies

Name initial | proposed| full-mesh

“Batesl” | 14% 100% 100%

‘Bates2” | 15% 100% 100%

“Zhang” | 14% 100% 100%

When we look at the NH diversity in routers with the iBGP tapgikes designed by
our algorithm, the column labeled “proposed” in Table 4, we that diversity is
achieved for all the prefixes in all the routers, as with afadsh.

We see in Fig. 6 that the number of sessions to be supportdabpaters with the
conventional iBGP designs as well as with our proposal isdompared to a full-
mesh. With the conventional iBGP topology designs, theexagupport on average
6.8% (“Batesl),7.8% (“Bates2”) andl.7% (“Zhang”) of the iBGP sessions they
would support in a full-mesh. In the topologies generateainyalgorithm, these
numbers becom@.8%, 8.4% and2.5%, for the topologies based on the “Bates1,
“Bates2” and “Zhang” initial topologies, respectively.ds) on average, the routers
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Fig. 6. ISP network: Distribution of the iBGP sessions onrihgters

support a similar number of sessions with the conventiooblbgies and their
resulting NH-diverse iBGP topologies. Moreover, thereng/@ small increase in
the maximum number of sessions supported by the routerstiétiNH-diverse
iIBGP topologies, compared to their initial conventiongddtogies.

With our algorithm 487 iBGP sessions are added to the “Bates1” iBGP topology
in order to reachl00% NH diversity. This corresponds to an increasel @ of
sessions. Similarly, our algorithm proposad additional iBGP session$.(% of
sessions) to “Bates2” iBGP topology for NH diversity to béiaved.

As observed for the research network, we can also see théitbehesing a hier-
archy of RRs for the ISP network. We observe, in Fig. 6, that"#hang” iBGP
topology is composed of onli.7% of the sessions contained in a full-mesh. With
our solution,368 sessions are added to the “Zhang” initial iBGP topology.sThi
results in a topology composed of or#yp% of the sessions that would be estab-
lished in the case of a full-mesh. It is hence possible toexehNH diversity with

a scalable number of iBGP sessions.

Vutukuru et al. [28] obtained an iBGP topology wigHevels of RRs an@6% of
the sessions of an iBGP full-mesh, for the same ISP netwaitk tive same intra-
domain topology as in our model [27]. Their design objeciaee very different
from our NH diversity objective as they provide reliabilityIGP failures. By com-
parison, with a two level iBGP topology, we achieve NH-daigrwith only 2% of
the sessions present in a full-mesh.

When looking at the size of the routing tables, we observatithe average routing
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table sizes arg to 7 times smaller with the conventional iBGP topologies thatiwi
the full-mesh. Additionally, on average, the routing tabdee3 to 6 times smaller

with the iBGP topologies resulting from our algorithm cormgziito the sizes ob-
tained with the full-mesh. We note that, for the three ihitlasigns, at most 100
additional routes are maintained in average at the routghsour proposal com-

pared to the original conventional iBGP design. We beliéa this is a reasonable
increase. Similar to the small increase in IBGP sessiomsjritrease in routing

table size with our proposed iBGP topologies is small comgado conventional

iBGP topologies.

6.4 Computation time

In this section, we first discuss the theoretical compleaftpur algorithm. Then,
we look at the time required by our algorithm for the compotabf iBGP topolo-
gies with NH diversity. We relate this information to the nloen of times the in-
structions in the loop of our algorithm are executed. We ttédl number, theum-
ber of steps

Letn be the number of nodes in a network. With our algorithm, attmos ™1
iBGP sessions may be added to an initial iBGP topology. Wheiethe number of
sessions in the initial topology. The BGP routes are contpatier the addition of
each iBGP session. This results in at mﬂst% BGP route computations. The
generation of each of these iBGP topologies has a compnégtione complexity
of O(n?.p), wherep is the number of external prefixes distributed by BGP.

Providing the theoretical time complexity for the compigatof BGP routes re-
mains an issue [29]. If the initial iIBGP topology is fm-opaimthe computation of
the BGP routes is not necessary to determine the impact of additional iBGP
sessions on the NH diversity in the network. Such an impagassly predictable.
Thus, BGP routes only need to be computed once, at the bagiofiihe algorithm,
to determine the initial diversity. Alternatively, BGP ites may also be retrieved
directly from the routers in the operational network. In thter case, there is no
BGP route computation. The complexity of our algorithm baesO(n*.p).

To have an idea of the practical execution time of our albarifor the research
network, we measured, for each conventional iBGP topoltgy,time required

to generate ten different NH-diverse solutions. For thigppae, we replace the
GetMostInteresting Router function (Algorithm 1, line 7) and the tie-breaking
function used as the final decision for the selection of a rie&H peer, inside the
Select Newl BGP Peer function (Algorithm 1, line 12), by a random selection.
We observed that all simulations with the “Bates1” initiapblogy have similar
execution times2.41 seconds on average. Moreover, they all require 21 steps. As
each step of the algorithm adds an iBGP session to the iBGiagy 21 sessions
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are added in all ten executions of the algorithm. The samereason holds for the
simulations with “Bates2” as initial iIBGP topology. WithaétBates2” input iBGP
topology, our algorithm always suggests the additior®Eessions. This design
takes2.53 seconds, on average.

Concerning the simulations using the “Zhang” iBGP topolagyinput, we note
very little variability in the execution times and in the nben of steps carried out.
Execution times are comprised betwexn07 and26.81 seconds. The number of
steps and the number of additional sessions is bet&eamd90. This represents
a variation of only 0.3% of the sessions contained in a fudsim Thus, the choice
of a particular objective for th&'et M ost Interesting Router function and the tie-
break function does not have a significant impact on the tieguBGP topologies.

For the ISP network model, the design of the iBGP topologias achieved ia27,
262 and 106 minutes, from “Bates1”, “Bates2” and “Zhang” initial iBGBgolo-
gies, respectively. This network is composed of 315 nodeis. larger than the
research network. Moreover, more steps are required t @eaolution compared
to the research network. A NH-diverse solution is reache@@ 331 and368 steps
for the “Bates1”, “Bates2” and “Zhang” initial iBGP topolas, respectively. BGP
routes are computet86, 331 and368 times.

The same amount of steps would be required when considérncpoimplete rout-
ing information instead of classes of prefixes. Groupingpttedixes in classes aims
to provide scalability for BGP route computation.

Since most transit networks rely on hot-potato routing [30¢ believe that the
initial iBGP topology of many ISP networks is fm-optimal. iRhese networks,
BGP route computations are not required. The time to gemerhiH-diverse iBGP
topology is thus much shorter as in our evaluation for the W8Rvork. A new
NH-diverse iBGP topology can be computed, upon a changeeiséhof prefixes
received from the external peers. We do not expect this taratequently. The
set of routes received from peers currently depends on ttaéislef the peering
agreements that are negotiated between the concernedn&8i $ection, we have
shown that the execution time of our algorithm is a functibthe number of steps
required to find a solution, and thus, the number of sessiddedato the initial
topology. This number is bounded by the maximum number &figas that can be
present in an iBGP topology, i.e the number of sessions inl-anfesh. However,
this bound is far from being reached. Moreover, we have shbaitrfor the research
network, the choice of a particular objective for thet MostInteresting Router
function and the tie-break function does not have a sigmficapact on the result-
ing iBGP topologies.
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7 Related work

Several aspects of resilience toward prefixes distribuyd8i(®®P have been studied
in the literature. Moreover, the design of iBGP topologiresgting different objec-
tives to the ones considered in this paper, has drawn aitertiere, we present an
overview of this work.

[8] and [9] aim to provide route diversity at the frontier oflamain. Inside an AS,
several aspects of route resiliency toward distant destimahave been considered.
Bonaventure et al. [25] propose a technique for the prateatf external peering
links by means of tunnels. Their technique requires chatgése various BGP
implementations and their deployment, to support a new tfpeute in BGP.
Routes of this new type are called protection routes. Thay&pinformation about
a backup NH and parameters for tunnel establishment to thePkibtection routes
are advertised on iBGP sessions, inside the AS. Our solptiovides this type of
protection without requiring any modifications to BGP impkentations. Moreover,
our approach enables the protection of the ASBRs. Anotheroagh is to obtain
higher NH diversity in the routers through an extension ta/BgHowing multiple
route advertisements for a single prefix [31]. However, Van &chrieck et al.
[32] have shown that such an extension may lead to BGP routkati®ns. Lastly,
Filsfils [11] has proposed BGP Prefix Independent Convergg¢BGP PIC). It is
a routing table architecture that relies on the knowledgeaakup NHs to reduce
BGP convergence time. This architecture has to be used ibioaton with [25]
or with our work to achieve the results expected by the author

The design of iBGP route reflection topologies is consideng@4, 28] and [12].
Buob et al. [24] provide a method to generate iBGP topologiesre each router
selects the same route it would have selected in the caseulifradsh of iBGP
sessions. Vutukuru et al. [28] rely on a hierarchy of RRs &igleiBGP topologies
that are robust to IGP failures.

In [12], the authors consider the design of robust iBGP togigls. They aim to
minimize the probability of failure of IBGP sessions and tienber of iBGP ses-
sions that may fail. This approach does not ensure NH diyersithe routers.
When maintenance of routers is performed, some iBGP sessiag still be taken
down. This may lead to packet loss since diverse NHs are roatssarily available
at the routers.

We recommend to the reader interested in the BGP convergeobkmatic to take
look at the work of Flavel et al. [33]. The authors propose dification to the BGP
decision process in order to solve the iBGP routing osailfaissues. They do not
tackle the NH diversity problem. Their proposal can be usecbimbination with
our solution.

Finally, Caesar et al. [34] propose an architecture forealistribution inside an
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AS. This architecture is an application to BGP of the “4D” cept, proposed
in [35]. Inside a domain, a central server redistribute®m el routes to all the
routers in the domain. Such an architecture removes theehwfidesigning iBGP
topologies. However, it is a drastic evolution from the wlstted approach that
makes the success of the current Internet. It requireshibatdntral entity manages
the BGP routing information and controls the routers of there AS. Moreover,
in its current implementation, the remote control servastributes a single BGP
route per destination to each router in a domain.

8 Conclusion

In this paper, we have addressed the problem of NH diversaniAS, i.e., ensuring
that each router learns two routes with different NH towagdsh prefix. We have
shown that the presence of NH diverse routes enables tdisagrtly reduce the
switch-over time upon the failure of an ASBR or inter-dombnk. Sub-second
switch-over time can be achieved.

We propose an algorithm that relies on an initial iBGP roetdection topology.
Our algorithm adds a few iBGP sessions to some border roofettsee domain,
without compromising the correctness of the iBGP topoldggally, we achieve
our NH-diverse goal by leveraging the “best-external” optavailable on routers.

We evaluated our approach on two different networks, a reseend an ISP net-
work, and compared it to conventional iBGP topology desigmghe ISP network,
betweer).6% and1% of the total number of sessions contained in a full-mesh are
added to conventional iBGP topology designs. Moreovemtiraber of routes that
have to be stored on average by the routers with our approaokeses marginally
compared with the conventional iBGP topologies. On average far lower than
would be the case under a full-mesh. Our work shows that gitogiNH-diversity
from design lead to a scalable solution, hence should bedsnesl by ISPs today.

We believe that in the long term a new mechanism for the neloligion of the BGP
routes in the AS will be developed and adopted by operatarsh & mechanism
would ensure NH diversity and correctness of the redigtiobuvithout requiring
careful design and configuration tasks from the operator.
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