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Abstract
By combining the security features of TLS with the reliability
of TCP, QUIC opens new possibilities for many applications.
We demonstrate the benefits that QUIC brings for routing
protocols. Current Internet routing protocols use insecure
transport protocols. BGP uses TCP possibly with authenti-
cation. OSPF uses its own transport protocol above plain IP.
We design and implement a library that allows to replace the
transport protocols used by BGP and OSPF with QUIC. We
apply this library to the BIRD routing daemon and report
preliminary results.

1 Introduction
Internet routing protocols exchange different types of mes-
sages. For historical reasons, the intradomain routing proto-
cols (IS-IS and OSPF) have defined their own protocol to
provide a reliable delivery over point-to-point links or LANs.
Over the years, several limitations have been identified in
these specialized protocols. First, they did not include any
security features and relied on password-based authentication.
Newer versions support hash-based authentication techniques
or support IPSec tunnels between routers. Second, their perfor-
mance is not equivalent to the performance of modern reliable
transport protocols. There are ongoing discussions within the
IETF to better tune these specialized transport protocols [1].

When BGP was designed, its inventors identified the need
for a reliable transport protocol and decided to use TCP, al-
though they noted that TCP could be replaced by an equivalent
protocol. To our knowledge, such a replacement has not yet
been fully evaluated. BGP over TCP has various limitations.
First, it does not provide security features that are required
to protect BGP sessions from attacks. Operators have de-
ployed various techniques, ranging from using a TTL of 255
on single hop eBGP sessions to hash-based authentication
with TCP-MD5 and TCP-AO.

In this poster, we experiment with the BIRD BGP and
OSPF implementations to evaluate whether it is possible to
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replace the existing transport protocols with QUIC. We first
propose a socket API which can expose QUIC to a routing
daemon. We report preliminary evaluation demonstrating that
BGP over QUIC is not significantly slower than BGP over
TCP while being obviously more secure. We also report our
experience with using OSPF over QUIC.

2 Socket API
Current Internet routing protocols have been strongly coupled
with their underlying transport protocols. We envision that
future Internet routing protocols would be less coupled with
the transport layer and could negotiate the utilization of dif-
ferent transport protocols. To demonstrate the feasibility of
this approach, we designed a socket API abstracting the main
features of recent transport protocols. Since most QUIC im-
plementations do not propose a common interface, we created
a "socket-like" common layer that all QUIC implementations
can follow. Our API consists of 4737 Lines of Code (LoC)
and supports multiple QUIC implementations, the main ones
being picoquic and MsQuic. We have extended the BIRD
routing stack to incorporate this API. The total modifications
to BIRD to support our QUIC socket API consist of only 759
LoCs. These few modifications come from the fact that BIRD
also uses a socket API to communicate with transport imple-
mentations in kernel space and thus many BIRD subroutines
could be reused or modified to add our QUIC socket API.

3 BGP over QUIC
BGP uses TCP as its reliable transport protocol. However,
RFC1105 stated that “any reliable transport protocol may be
used”. Since then, no BGP extension was proposed to use
another transport protocol than TCP. The first part of this work
is to replace TCP with QUIC to take advantage of its security
benefits, but also the features it offers. Figure 1 shows that
the introduction of QUIC has a relatively small impact on
performance compared to TCP.

To evaluate the performance impact of the new transport
stack, we created a topology of 4 routers: R1, R2 and R3 con-
nected in triangle and GoBGP connected to R1. We use the
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Figure 1: Latency to propagate prefixes in the testing BGP
network.

GoBGP implementation to establish a BGP (over TCP) ses-
sion with R1 and inject a complete routing table from a RIPE
RIS snapshot of rrc00 dated from 23 November 2022 at 8
am. In total, 970k IPv4 routes and 171k IPv6 routes are in-
jected on R1. R1 monitors all BGP update messages that are
received from R2 and R3. Routers R1, R2, and R3 are config-
ured to establish a QUIC or TCP session depending on the
experiment. We measure the time it takes for each prefix to
be fully propagated, i.e., from router R1 to R2, R3 and finally
returned back to R1. Figure 1 shows that using QUIC does not
significantly delay the propagation of BGP routes compared
to TCP, despite the obvious security benefits of QUIC.

4 OSPF over QUIC
The OSPF specification defines a custom transport protocol
running directly above IP. It is based on various timers trig-
gering the main route distribution events, i.e., (i) the creation
of a session with the peer(s), (ii) the initial exchange of the
link state database (LSDB) and (iii) the periodical exchange
of information to keep the distributed LSDBs synchronized.
We experimentally measured a convergence time of around
7 seconds upon injection of a new prefix in a full mesh of 6
nodes with plain OSPF.

Our first approach is to modify the transport layer. Instead
of exchanging messages directly over IP, they are sent using
a QUIC stream. This is achieved by slightly changing the
OSPF Hello handshake. When an interface reaches the 2-Way
state, a QUIC connection is created with the peer. Once the
QUIC session is established, messages from the unmodified
OSPF protocol are sent to the peer through it. The conver-
gence time, evaluated on the 6 nodes testbed, is stable around
12 seconds. The performance penalty is mainly explained by
the fact that we run unmodified OSPF over a stream-based
transport protocol. For example, OSPF ACKs are also ACKed
by the transport layer, hence consuming useless RTTs. Frag-
mentation is still performed by OSPF but should be delegated
to QUIC. By entirely removing the OSPF transport layer
and exploiting the advanced features of QUIC, we expect to
improve the IGP performances.

5 Discussion and Future work
For both BGP and OSPF, introducing QUIC as the trans-
port layer showed some performance impacts. Those are ex-
plained by multiple reasons. First, we use the picoquic im-
plementation which is not designed for pure performance but
is mainly intended to let developers test new features from
the QUIC specifications. Second, unlike TCP or IP, QUIC
is implemented in user space, which involves more context
switching. Third, QUIC establishes an encrypted communi-
cation channel for security purposes and therefore performs
more operations than a simple TCP connection or IP packet
exchange.

Nevertheless, there are security advantages to use QUIC.
First, the data exchanged by the routers is encrypted without
the need to configure IPSec tunnels which can be cumbersome
to maintain. Compared to MD5 or TCP-AO where routers
exchange a shared symmetric key, each router now has an
X.509 certificate. Some attacks targeting BGP such as TCP
reset or route injection become more difficult because data is
exchanged over an encrypted communication channel.

BGP over QUIC is currently being discussed within the
IETF [2]. However, our approach is different as we consider
that BGP should not be aware of the internals of the underly-
ing transport protocol. IGP over TCP and QUIC has also been
discussed at the IETF, but no consensus has been reached [3].
To the best of our knowledge, this poster is the first attempt
to propose a prototype of Internet routing protocols running
on top of a modern transport protocol such as QUIC.

In the next steps, we will improve the integration of the rout-
ing protocols with QUIC. We will also leverage its advanced
features like connection migration or multipath capabilities
to explore new use-cases.

Availability
To enable other researchers to experiment with Routing over
QUIC and improve it, we plan to release the source code of
our modified version of BIRD with upcoming publications.
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